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Addendum to lecture videos

Errata
At the end of lec08b, I describe a modification to the Q-learning algorithm where we have one of the Q terms in the
loss function update a lot slower than the other one. That is, we do gradient descent on Qθ while leaving Q̂ fixed,
then every so often update Q̂← Qθ. I accidentally swapped which was which in the lecture; the correct assignment of
Qθ and Q̂ is what is in the pset, reproduced here:

L(θ) = ‖r + γmax
a′

Q̂(s′, a′)−Qθ(s, a)‖
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